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Portfolio construction and many financial problem solving tasks involve modeling returns on prices. 

The popular approach is to take the means of the historic returns, but it does not lead to optimal portfolios. Efficient portfolios can only be built with predicted returns that peek into the future behaviour of prices. 
Since returns on prices are almost impossible to model and predict accurately, even plausible forecasts 
are acceptable in practice. The problem is that many researchers usually adopt standard function 
approximation models, which however are theoretically inconvenient. The reason is that returns are 
random fluctuations of a (discrete analogue of) Geometric Brownian Motion (widely assumed for 
describing the evolution of stock prices) [1], and they can not be captured well by such function 
approximation models (like Neural Networks, Support Vector Machines, Gaussian Processes, etc.). 
Moreover, these models are trained with algorithms that seek to minimize the fitting error and this 
causes overfitting. That is why, these models can not provide reliable predictions of returns.
A proper approach to processing financial series of returns is to consider density estimation models, like

Kernel Regression (KR) [2],[3], and probabilistic networks of the kind General Regression Neural

Networks (GRNN) [4],[5],[6]. These density estimators find the most probable value of the target 
variable using given training data (independent inputs and corresponding dependent targets). They 
compute the regression function by calculating the weighted average of the targets, where the weights 
are obtained using a selected distance metric. When the distance from an input to the new 

testing vector is smaller the training input has larger influence on the result.

The GRNN is a more versatile notion than the classical Nadaraya-Watson Kernel Regression as it is
equipped with various techniques for training, reshaping and complexity reduction implemented with 
modern learning algorithms [7],[8],[9],[10]. The GRNN is a density estimator with a neural network 
structure. Each hidden neuron uses as activation function the normal distribution centered at one training input vector (the shape of the Gaussian is controlled via a trainable spread parameter). The output 
node performs weighted summation and normalization of the received hidden node activations. The 
network machinery performs memory-based learning as it stores the data and uses them for prediction without iterative fitting and computation of any coefficients. The advantages of GRNN are fast training, nonlinear mapping 
capacity and reliability.
Our research developed an original tool for portfolio construction based on the probabilistic GRNN 
model. The key idea is to represent the returns from the stocks in the portfolio with a multivariate distribution. The novel Multivariate General Regression Neural Network (MGRNN) forecasts 

simultaneously the returns of several stocks without assuming a specific functional form, and it 
learns a probability density. The MGRNN technology has three distinguishing features: 1) its network 
architecture has multiple outputs (there is a separate output for the mean return of each stock); 2) it has 
an individual spread parameter for each stock (thus the density shape is made proportional to the effective 
range of each particular stock), and these parameters are trained in a principled way using a second-order 
optimization algorithm with plugged analytical derivatives; and 3) it eliminates the unessential input data 
vectors by soft pruning (this reduces, sparsifies the model starting from the original version which has 
a dedicated neuron for each input vector), and further helps to avoid overfitting. The advantage of 

MGRNN for financial time series prediction is that it generates local response to the testing input, 
instead of making global approximation which can actually cause distortions in modeling the 
current trend.

The suitability of the proposed MGRNN tool for building mean-variance portfolios was studied experimentally using the stocks from the S&P500 index. The daily closing prices of all stocks from 

the index were downloaded from the Internet (4/2/2019-30/10/2020). We selected 15 stocks with 
uncorrelated price movements, and next transformed their prices into daily returns. The returns were 
next passed as inputs to the multioutput MGRNN, and the generated return forecasts were taken to 
compute mean-variance portfolio allocations. At the end of each trading day the MGRNN was retrained 

over data from the previous month, and the portfolio allocations were recomputed. The trading was 
initiated starting with 10000 pounds, and the full portfolio value was reinvested when rebalancing.
The performance statistics and risk characteristics of the obtained portfolios (MGRNNP) are compared 
with these of portfolios computed using deep neural network forecasts (RDNNP), and with these

of convential mean-variance portfolios (MVP) using averaged historical returns in the table below.

-----------------------------------------------------------------------
Portfolio                       MVP         RDNNP         MGRNNP
-----------------------------------------------------------------------
Performance Statistics: 
   Cumulative returns [PnL]   40.68%        43.42%        51.52%  
   Compounded returns          0.41%         0.45%         0.53%  
   Mean return                 8.59%         9.04%        10.31%  
   StDeviation                16.75%        16.53%        16.64%  
   Skewness                   -0.86%        -0.87%        -0.87%
   Kurtosis                    9.62%         9.41%         9.45%  
   Sharpe ratio                0.51%         0.55%         0.62%  

Risk Characteristics:                                               

   Sortino ratio               2.23%         2.38%         2.74%  
   Value-at-Risk (CFVar)       4.57%(3.93%)  4.51%(3.83%)  5.12%(3.76%)
   Expected Shortfall          2.62%         3.02%         3.21%  

   Maximum Drawdown           12.77%        12.09%        12.28%
-----------------------------------------------------------------------
These results demonstrate that the MGRNNP-based portfolio outperforms the traditional 

MVP portfolio and the portfolio constructed using the deep network RDNNP.
The preliminary research found that MGRNN has better extrapolation abilities, and it is a useful tool 

for making predictions of returns on prices that can facilitate construction of profitable portfolios.

[image: image1.jpg]Cumulative profit

08

06

4

x10 Portfolio Wealth distributions
. e
& MGRNNP
® DNNP
05 1 15 25 35





References:

 [1] Hull,J. (2018). Options, Futures and Other Derivatives, 9th edition, Pearson Education, Harlow, England.
 [2] Bierens,H.J. (1994). The Nadaraya-Watson Kernel Regression Function Estimator, In: Topics in Advanced 
       Econometrics, Cambridge University Press, UK, pp.212-247.
 [3] Goutte,C. and Larsen,J. (2000). Adaptive Metric Kernel Regression, Journal of VLSI Signal Processing Systems,
       vol.26, pp.155-167.
 [4] Specht,D.F. (1991). A General Regression Neural Network, IEEE Trans. on Neural Networks, vol.2, N:6, pp.568-576.
 [5] Leung,M.T.,Chen,A.-S. and Daouk,H. (2000). Forecasting Exchange Rates using General Regression Neural Networks,

        Computers and Operations Research, vol.27, N:11–12, pp.1093-1110..
 [6] Li,W., Luo,Y., Zhu,Q., Liu,J. and Le,J. (2008). Applications of AR*-GRNN Model for Financial Time Series 
        Forecasting, Neural Computing and Applications, vol.17, N:5-6, pp.441-448.
 [7] Masters,T. and Land,W. (1997). A new Training Algorithm for the General Regression Neural Network,

        In: Proc. 1997 IEEE Int. Conf. on Systems, Man, and Cybernetics, pp.1990-1995.
 [8] Lee,E.W.M.,Lim,C.P., Yuen,R.K.K. and Lo,S.M. (2004). A Hybrid Neural Network Model for Noisy Data 
       Regression, IEEE Trans. on Cybernetics, vol.34, N:2, pp.951-960.

 [9] Rutkowski,L. (2005). Generalized Regression Neural Networks in Time-varying Environment,

        IEEE Trans. on Neural Networks, vol.15, N:3, pp.576-596.

 [10] Lee,G.E.  and Zaknich,A. (2015). A Mixed-integer Programming Approach to GRNN Parameter Estimation,

         Information Sciences, vol.320, pp.1-11.

