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The cryptocurrencies are attractive for algorithmic trading because of their high volatility on the 
stock markets. The volatility can be exploited by converting a sequence of crypto prices into 

an oscillating series and simulating mean-reversion trading: buy when the series moves higher 

than the equilibrium level, and sell when it reverses back. A trading algorithm takes such decisions 
after estimating the price movement direction through historical or predictive time series analysis. 
Trading is more profitable when the algorithm can look into the future evolution of prices. The 
problem is that it is extremely difficult and practically impossible to predict accurately the 
stochastic behaviour of prices/returns (they are assuned to follow a standard Brownian motion), 

so the task is to produce useful forecasts for their immediate trajectory. This can be accomplished
with a proper description of their dynamics, and a corresponding learning mechanism. One such mathematical framework is provided by the nonparametric machine learning [1].

The nonparametric machine learning offers methods that forecast time series directly without 
searching for explicit models. Some popular nonparametric methods are: density estimation [2], 
and nearest neighbors [3],[4]. They carry out memory-based (local) learning by calculating distances 
from provided training data patterns, and next extrapolation with a suitable technique like probabilistic

averaging. Both methods are local as they use information from the samples in the neighborhood

of the query vector to make predictions. The density estimation method typically uses a fixed

neighborhood window, while the nearest neighbor method uses a flexible neighborhood (the

window is adjusted to balance the bias variance tradeoff). These methods capture the dynamics

of the data by time-delay embedding, but do not build a model, and do not require fitting of data

(that is, they are robust to structural uncertainty).

Our research developed a Self-adaptive Local Learning Machine (SLLM) for nonparametric

prediction of financial series of returns on prices. The SLLM implements the nearest neighbor

method with two distinguishing features: 1) it performs neighbours selection using an adaptive

distance metric [5] which evaluates closeness after linear transformation of the data patterns,
that is the machine looks for similar shapes in the movement of returns by sliding the query

across the historical returns while stretching, shrinking and amplifying the patterns; and 2) it

performs distance-based extrapolation [6] through local averaging proportional to the degree

of similarity with the query vector, thus the forecast reflects the essential characteristics of the

data trajectory. The optimal number of nearest neighbours is determined by cross-validation [7].

The SLLM is elaborated to generate forecasts of returns for algorithmic cryptocurrency trading. The 
return forecasts are converted to prices, and next taken to compute the residuals between the 
forecasted prices and the mean price from the most recent past. The key idea is to predict eventual 
opportunities arising when prices deviate significantly from their fair value, and trade with the 
expectation that they will revert back. Assuming that the residual series represents a mean-reverting Ornstein-Uhlenbeck process [8], we calibrate its parameters (mean and variance) online and use

them to build trading signals. A long trade is initiated when the variance-normalized residuals
(score) exceeds the market threshold. Respectively, a short trading signal is sent when the 
score goes below the equilibrium threshold. The continuous re-calibration of the spread mean
and variance parameters helps to respond quickly to the changing market conditions. Overall, 
this is a market neutral strategy whose returns are uncorrelated with the market returns.

Empirical studies were conducted to examine the efficacy of the SLLM machine for 
practical intraday Bitcoin trading. Historical intraday BTC/USD exchange rates were downloaded
from the Internet, more precisely we considered data sampled every 5 minutes from 12:00 on 
2019-11-22 to 12:00 on 2019-12-09. At every discrete time step data from the past 3 hours 
were used for machine learning with embedding dimension 30 minutes in the nearest neighbour 
technology. The performance of the SLLM tool was evaluated with several measures of the 
accumulated wealth (success rate, mean return, standard deviation of returns, and real total 
profit  [PnL]), as well as with two risk measures (the annualized Sharpe ratio and maximum
drawdown). The predictive potential of the SLLM was measured as the number of correctly 
predicted directional price changes (Hits). The results (calculated over the entire time interval 

including) given in the table below indicate that the elaborated local learning machine 
demonstrates stable economic performance.
---------------------------------------
Performance Statistics        SLLM         

---------------------------------------
  Number of Trades           253

  Profitable trades          146

  Success rate                57.71%
  Mean return                  0.96%

  StDeviation                 10.20%

  Sharpe ratio                 1.36

  Maximum Drawdown            23.82%
  Real total profit [PnL]   1781.50

  Buy and Hold profit [PnL]  534.00

  Hits                        65.29 
---------------------------------------
The figure below shows that the SLLM algorithm following a mean-reversion trading strategy 

successfully exploits the market inefficiencies and achieves gradually increasing profits (red curve),
which are much higher than the eventual profits that could have been accumulated using 
the buy and hold strategy (blue curve).
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