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Automated market making (MM) [1],[2],[3],[4],[5] is accomplished with algorithms that place 
simultaneously buy and sell orders for a given asset, seeking profits from their price difference. This 
kind of high-frequency trading algorithms [6] constantly readjust the orders to buy at lower (bid) 
prices and sell at higher (ask) prices so as to maintain and earn their difference (called spread). The 
task is to set such prices that get enough executions for achieving maximum profits with minimal risk. Setting the bid and ask quotes requires computation of the future spread or alternatively discovery of
the future mid-price (average of the best bid and ask prices). The MM mechanisms include also 
procedures for inventory management that are necessary to control the exposure risk arising from 
large price movements (because a growing position increases the vulnerability to loss if the price

suddenly falls).

The MM algorithms process models that can be divided in two main groups based on their price 
setting equations: information-based models [1], and inventory-based models [2],[3]. The well known
information-based model of Das-Glosten-Milgrom (DGM) [1] performs Bayesian learning of the
probability density of the fundamental value of the asset. After arrival of buy/sell orders the DGM 

probabilistic algorithm updates the beliefs in the true value using the information conveyed in the 
trades. The bid quote is obtained through the conditional expectations from the sell orders, while the 
ask quote is obtained through the expectations from the buy orders. Next, a density estimation 
technique is applied to tune the density of the true underlying value and to set the quotes. The 
limitation of such market makers is that they do not consider implicitly the size of the investment, 
and can not achieve position reverting behaviour.

The modern information-based models [2],[3] account for the inventory (that is, the asset quantity) 
to determine the optimal bid and ask quotes. The inventory control is useful for market making because 
it lowers both quotes when it has long position (thus making it more difficult to buy), and raises both 
quotes (making it harder to sell) when it has short position. Such control provides the seminal framework 

of Avellaneda and Stoikov (AS) [2] which solves analytically the problem of maximizing a utility 
(related to profitability) formula including effects from the inventory risk. The solution is an equation 
for the so called reservation price, which is an adjusted discounted mid-price in proportion to a risk 

aversion parameter, the position, the volatility and the terminal time. The trades are placed symmetrically around the reservation price using the spread (calculated with a separate formula), not exactly around 
the current mid-price. The underlying theoretical assumption is that prices follow standard Brownian 
motion, and the random arrival of orders affects the mid-price.

Our research developed a hybrid market making algorithm using Bayesian learning to infer the
expected mid-price as suggested by information-based models, and the mid-price is next plugged in 
an inventory-based model to calculate the bid and ask quotes. The originality in our approach is that the information about the fundamental value of the stock is collected using nearest neighbour search, and 
then used to update at each time step (in online manner) the probability density of the mid-price. This 
intelligent algorithm performs local density approximation in the vicinity of the closest temporal patterns 
chosen with an appropriate distance measure. The rationale is that similar deterministic trends may persist 
for short periods during the evolution of the price. The k-Nearest Neighbour (kNN) [7],[8] method is 
applied to find close patterns (neighbors) of the recent trend ending at the last point, and such nearest 
segments are exploited to make probabilistic predictions for the mid-price. 
The kNN is a nonparametric estimation method especially appropriate for handling financial time 
series having stochastic characteristics [9]. The kNN is elaborated to construct directly a model of the 
mid-price distribution, more precisely the empirical probability density function (pdf) of the prices 
by weighted linear composition of the targets. We designed an adaptive Bayesian Nearest Neighbor 
Tool (BNNT) for extrapolation of mid-prices using a normalized kernel as weighting function. The 
kernel bandwidth is kept fixed to maintain a stable balance between the bias and variance. The number 
of neighbors is selected at each time step by cross-validation, while the embedding dimension is chosen 
in advance. This local density estimator is fast, robust to noise and attains good generalization without

fitting a model with error-correction procedures.
Experimental investigations were conducted to examine the usefulness of the proposed BNNT for
market making with real-world Limit Order Book data. A file with AAPL trade and quote data was downloaded free from the FirstRate Data LLC website [10]. The file contains Level-1 ask/bid prices 
and the corresponding order volumes for the stock recorded on January 2, 2020. These prices were 
sampled every 30 seconds (from 9:00-17:00). The trading simulation technology used rolling windows 
of size 90 data points and iterated the following actions at each time step: 1) forecast the mid-price 
and calculate the bid and ask quotes; 2) submit unit size orders (unit share of the asset); 3) execute the 
orders at the next time step if the best bid or ask price is hit, and 4) evaluate the current wealth. This technology helps to study the ability of the algorithms to adapt to the price dynamics, in context of 
changing demand and supply, as well as to the trading volume.
The BNNT was related to two MM algorithms using respectively the Das-Glosten-Milgrom (DGM) [1]
model, which uses probabilistic forecasting of the mid-price, and the Avellaneda-Stoikov (AS) [2] model,
which we implemented using linear regression to forecast the mid-price (for making realistic comparisons). The measurements of the statistical one-step-ahead predictive performance and the economic performance 
of these algorithms are reported in the table below. These results indicate that the proposed BNNT tool

works efficiently, and can be used for implementing profitable market making strategies for practical electronic trading.
---------------------------------------------------------

Experimental Results      BNNT        AS         DGM         
---------------------------------------------------------
Mid-price forecasting: 
   HITS                66.52%      51.42%      47.85%

   MSE                  0.01756     0.01667     0.02414        
   MAPE                 0.03527     0.03489     0.04358         
   NMAE                 1.97252     1.95231     0.02067 
Economic Performance:                                               

   Mean Position        0.21807     0.50297     0.84277         
   Mean Spread          0.01955     0.01959     0.02174 
   Mean Wealth          0.61823     0.47682     0.39603 
   Std Wealth           0.28991     0.23941     0.28295
   Final Wealth (PnL)   0.91646%    0.82971%    0.66528%                
---------------------------------------------------------
The plots in the figure below show with grey color how exactly the position changes between buy 
and sell affect the profitability of the BNNT applied to the AAPL prices from January 2, 2020.
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