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The modern financial exchanges operate using Limit Order Books (LOB) [1]. The order book 
handles the buy/sell orders of an asset, depending on their price, size (quantity) and arrival time.
It keeps the bid orders sorted by decreasing price, and the ask orders ranked by increasing price. 
When a new order that matches the price of the best (outstanding) opposite order price arrives, 
a trade is triggered and the book is readjusted. The orders on the electronic markets are sent by 
algorithmic trading machines [2] that execute sophisticated strategies at high-frequencies [3]. 
A trading algorithm can be successful if it predicts the movements of the asset prices/returns, 
otherwise simply relying on historical data is not sufficient for taking profitable trading decisions. 
The trading machines working with LOB data typically use mid-prices (in the middle of the 
bid/ask spread), and calculate their future directional changes [4],[5],[6].

The machine learning research offers two fundamental approaches that can be used to predict the 
movements of financial prices/returns: 1) classification, and 2) time series regression. Common 
in these two approaches is that they model noisy real-world time series (with low signal-to-noise 
ratios) using autoregressive inputs. The difference between them is the manner for reducing the 
noise and preserving the true functionalities in the underlying stochastic process. The classification approaches carry out quantization of the data into symbolic streams (using two symbols representing 
the signs of the returns). The time series regression approaches usually prefilter the data with some smoothing procedures. There is still a scientific debate whether to discretize or not in order to deal 
with the noise when seeking models that describe the dynamics of temporal data.
Time series regression can be implemented efficiently using local learning methods such as the
k-Nearest Neighbor (kNN) [7]. The kNN is a proper algorithm for nonparametric modelling of
data with complex dynamics [8], like financial time series which feature changing amplitudes, 
phases, autocorrelations and volatility. The kNN searches for similar past patterns (neighbors) to 
the present query segment terminating at the current point, thus looking only for local dependencies  
in the evolution of the underlying process. The prediction is built using the points immediately 
after the closest neighbors without training a global function model. This kind of local analogue extrapolation is especially convenient for modelling financial prices as they exhibit irregular 
behaviour resembling a random walk [9]. The alternative global learning methods fit large models 
with many parameters to the whole data sequence using error-correction rules, which leads to
difficulties (more precisely, instability and overfitting) in finding adequate generalizations and 
cannot forecast well when applied to stochastic and quasiperiodic data.

Our research developed a Local Trading Machine (LTM) for prediction and exploitation of the
mid-price dynamics in limit order books. The LTM is based on the kNN regression algorithm, 
elaborated to manipulate high-frequency financial time series of returns on prices. The main
distinguishing aspects of our computational tool are: 1) it seeks similar temporal patterns in the 
past with an adaptive distance metric for elastic matching through invariant transformations of the 
patterns (this helps to achieve more faithfull comparisons between segments of erratic data); and 
2) it performs integrated forecasting using LOB imbalances (this helps to tune the outputs with 
respect to the supply and demand in the order book). These techniques make the operation of the 
kNN more resilient to the inherent noise and non-stationarity in series of returns. Since the 
algorithm flexibly reconstructs the series dynamics, it is able to react quickly to changes in the
data and this facilitates composition of more accurate short-term forecasts.
The potential of the new LTM tool to generate useful predictions for trading was studieed with
real-world LOB data. Two files with messages and orderbook quotes from NASDAQ’s 
TotalView-ITCH data were downloaded free from the Lobster website [10]. The files contain 
ask/bid prices and order volumes for the AMZN stock submitted on 21/6/2012. We considered 
only data from Level-1, and sampled prices every 60 seconds. There were preparaed two data 
sets for backtesting: 1) with continuous targets (for processing by the kNN-based LTM tool); 
and 2) with discrete targets (for processing by classification algorithms). 

Three state-of-the-art learning machines explored by recent research on this task were taken for
comparisons, namely: a Support Vector Machine (SVM) [4], a Random Forest (RF) [5], and a Deep Neural Network (DNN) [6]. The RF was implemented using a linear 2-dimensional weak learner, 
and parameters: 100 trees, depth limit 10, and number of splits 5. The SVM was implemented with 
wavelet kernels for flexibility, and trained with a QP optimizer for up to 100 iterations. We also

implemented a DNN with 3 layers using ReLU and sigmoidal activations, which was trained with stochastic gradient descent using Dropout with probability 0.2. The data was passed as lagged vectors with embedding dimensions respectively 8 for the local kNN, and 3 for all remaining classifiers
(the embedding was selected in advance by cross-validation).
The performance of the selected tools was studied using walk-forward analysis. Experiments were conducted by rolling data windows of length 90 minutes, and collecting one-step ahead forecasts
till the end of the day. Several popular measures were calculated in order to estimate: 1) the machine learning performance- Precision, Recall, and F-score; 2) the statistical performance- Mean Absolute Percentage Errors (MAPE), Normalized  Mean Average Errors (NMAE), and Root Mean Squared 

Errors (RMSE), and 3) the economic performance- Success Rate (percentage of profitable trades), 
Sharpe Ratio, Maximal Drawdown (MaxDD), Profit (cumulative returns), and Hits (percentage of correctly predicted directional changes). The profitability was evaluated during simulations with a classical intraday trading strategy [2], which used the predictions to generate short and long signals.

---------------------------------------------------------------------

Performance       LTM(kNN)      DNN         SVR         RF         

---------------------------------------------------------------------

  Precision       54.93%      51.68%      50.09%      51.12%      
  Recall          55.12%      52.45%      49.18%      49.25%         
  F-score         54.83%      51.03%      49.55%      49.68%
  MAPE             0.1546      0.1341      0.1513      0.1349    
  NMAE             1.0248      0.9189      1.0324      0.9213    
  RMSE             1.0051      0.9568      1.0276      0.9651                     
  Success Rate    65.13%      59.13%      54.27%      58.27%
  Sharpe Ratio     1.87        1.22        0.87        1.05
  MaxDD           20.05       33.22       38.45       35.42
  Profit (PnL)   358.22%     223.51%     206.08%     214.18%
  Hits            66.18%      60.26%      59.72%      61.63%
---------------------------------------------------------------------
These results show that the local learning outperforms other popular technologies on forecasting  
the movements of high-frequency LOB mid-prices. We can make several observations: 1) the 
proposed LTM makes forecasts with highest directional accuracy and achieves highest profitability 
on the given real-world time series, 2) the classification machines working with discretized targets 
(obtained from the same series) demonstrate unsatisfactory performance and cannot forecast well, 
which suggests that the quantization leads to loss of dynamical information in modeling; 3) the
deep neural network attains lowest fitting errors after training, which means that it overfits the 
data and that is why it cannot make good predictions. 
The following plot illustrates the distribution of average cumulative profits from the LTM 
calculated by residual bootstrapping (over 100 replicates of the training series obtained by
resampling with probability p=0.25).
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